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1 General Cauchy’s Theorem and Finitely Connected Do-
mains

1.1 General Cauchy’s theorem for 1-forms

Let’s finish the proof from last time.

Theorem 1.1. Let Ω be a domain and γ ⊆ Ω be a piecewise C1 cycle homologous to 0.
For a closed C2 1-form P dx+Qdy,∫

γ
P dx+Qdy = 0.

Proof. Last time we found a curve σ ⊆ Ω made of horizontal and vertical segments such
that ∫

σ
P dx+Qdy =

∫
γ
P dx+Qdy

for all closed P dx+Qdy. Extend all segments in σ to horizontal or vertical lines. These
bound some bounded rectangles R1, . . . , Rn and some unbounded rectangles R′1, . . . , R

′
m.

Pick an aj ∈ Rj for each j. Let

σ̃ =
n∑
j=1

n(σ, aj)∂Rj .

There are two steps in the proof:

1. σ̃ = σ: Suppose n(σ, aj) 6= 0. Assume that σ̃ − σ contains mσi,j , where m in Z, and
σi,j ⊆ ∂Ri ∩ ∂R′j . Let τ = σ̃ − σ −m∂Ri. Note that n(τ, aj) = n(τ, ai) = 0 because
these points are connected. This is impossible, so m = 0.

2. n(σ, aj) 6= 0 =⇒ Rj ⊆ Ω: n(σ, aj) 6= 0 implies that aj ∈ Ω, so we get Roj ⊆ Ω. If U

is the component of C \ C with Roj ⊆ U , then Rj = (Rj ∩ σ) ∪Rj ∩ U). So Rj ⊆ Ω.
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These two imply that∫
γ
P dx+ Qdy =

∫
σ
P dx+ Qdy

=

∫
σ̃
P dx+ Qdy

=

n∑
j=1

n(σ, aj)

∫
∂Rj

P dx+ Qdy

= 0.

1.2 Finitely connected domains

Let Ω ⊆ C∗ be a domain such that C∗ \ Ω = K0 ∪ · · · ∪KN with Kj connected, Kj 6= ∅,
Kj closed, and Kj ∩Kk 6= ∅ for j 6= k. Without loss of generality, ∞ ∈ K0, so we can say
Ω ⊆ C.

A simply connected domain is when N = 0, so without loss of generalty, N ≥ 1. Now
let 0 < δ < infj 6=k dist(Kj ,Kk), and let (Sp)p∈Z be squares of side length δ/

√
2 with sides

parallel to the axes, which tile the plane. For j = 1, . . . , N , let

γj =
∑

Sp∩Kj 6=∅

∂Sp.

Then γj ⊆ Ω, and n(γj , ak) = δj,k, where ak ∈ Kk. The set {γ1, . . . , γN} is a homology
basis for Ω.

Definition 1.1. A homology basis {γ1, . . . , γN} is a collection of closed curves such that
for any cycle γ, γ − ciγ1 − · · · − cNγN ∼ 0 for cj ∈ Z.

Theorem 1.2. Let f ∈ H(Ω) with f(z) 6= 0 for all z ∈ |omega. Then there exists unique
n1, n2, . . . , nN ∈ Z and a unique g ∈ H(Ω) such that

f(z) =

∞∏
j=1

(z − aj)njeg(z)

Proof. By the argument principle

1

2πi

∫
γj

f ′(z)

f(z)
dz = n(f(γj), 0).

Let

h(z) =
f(z)∏N

j=1(z − aj)n
.
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Then
1

2πi

∫
γj

h′(z)

h(z)
dz = 0,

so h′/h = g′ for some g ∈ H(Ω). So log(h) = g, and we get the result.

Corollary 1.1. Let f ∈ H(Ω) with f(z) 6= 0 for all z ∈ Ω. Let k ∈ N. Then there exists
g ∈ H(Ω) such that f = gk if and only if

1

2πi

∫
γj

f ′(z)

f(z)
dz ∈ kZ

for all j = 1, . . . , N .

Theorem 1.3. Assume Ω is finitely connected with K1, . . . ,KN and γ1, . . . , γN as before.
Let u : Ω→ R be C2 and harmonic. Then there exist unique α1, α2, . . . , αN ∈ R such that

N∑
j=1

αj log |z − aj | = Re(f), αj =
1

2pi

∫
γj

∗du

for f ∈ H(H). Moreover, f is unique up to the addition of a purely imaginary constant.
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